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Preface

Dear Participants, Colleagues and Friends,

It is a great honour and a privilege to give you all a warmest welcome to
the Fifth Annual Workshop of Computational Data Analysis and Numerical
Methods (V WCDANM).

This Workshop is being held at the beautiful Campus 3 of Instituto Politéc-
nico do Porto, located in the city of Felgueiras, Portugal. The host institution,
as well as Instituto Politécnico de Tomar and Universidade de Évora have
been fully committed on this challenge from the beginning, hoping that the
�nal result could exceed expectations for participants, sponsors and organiz-
ers. The contributions from Plenary Speakers, the high scienti�c level of oral
and poster presentations and an active audience, will certainly contribute to
the success of the meeting. A special thanks to all of them, since this event
could not be possible without any of these essential and complementary
parts.

A thank is also due to the Members of the Executive, Scienti�c and Organiz-
ing Committees, specially to Aldina Correia (Local Chair), Eliana Costa e
Silva, Fátima De Almeida (hosts in Instituto Politécnico do Porto) and Fer-
nando Carapau (Universidade de Évora), who have been continually working
hard together to yield a balanced, wide-scoped and interesting programme,
having accomplished an outstanding result.

The number of participants in the CDANMWorkshop, coming from Portugal
and other countries, have been increasing every year, with particular inter-
est in applications to speci�c research �elds, namely in Health and Social
Sciences, Environmental and Engineering.

For the second consecutive year authors have the opportunity to publish full
versions of the abstracts were presented in a special issue of the International
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xxx Preface

Journal of Applied Mathematics and Statistics (IJAMAS), after refereeing
process and according to the conditions of the Journal.

It is a pleasure joining you in Felgueiras, hoping that the Workshop could
be intellectually stimulating and an opportunity for the researchers to work
together, providing all unforgettable moments!

Felgueiras, 11st-12nd May, 2018

Chairman of the Executive Committee of VWCDANM

Luís Miguel Grilo
Instituto Politécnico de Tomar
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V WCDANM, ESTG � Instituto Politécnico do Porto
May 10st�12nd, 2018, Felgueiras, Portugal

Event Place

School of Management and Technology, Polytechnic Institute of Porto (ESTG�P. Porto)

Felgueiras, Portugal

Friday (May 11st)

09:30 | Registration

10:00 | Open Ceremony of the V WCDANM

10:15 | Plenary Session: Milan Stehlík, Johannes Kepler University, Áustria

11:00 | Co�ee Break

11:15 | Paralell Sessions

12:45 | Lunch

14:00 | Social Program

20:00 | Dinner

Saturday (May 12nd)

09:30 | Registration

10:15 | Plenary Session: Anuj Mubayi, Arizona State University, USA

11:00 | Co�ee Break

11:15 | Paralell Sessions

12:45 | Lunch
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14:00 | Plenary Session: Pedro Oliveira, Biomedical Sciences Institute of Abel
Salazar, Porto University, Portugal

14:45 | Paralell Sessions

16:15 | Co�ee Break and Poster Session

17:00 | Paralell Sessions

18:30 | Closing Ceremony: Local and Executive Committees
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Invited Speakers 1

The hidden outbreaks: the role of biodiversity,
scarcity of information, and health disparity on

mathematical modeling and analysis of a neglected
vector borne disease in a complex landscape of

global health

Anuj Mubayi1

Collaborators:
Mugdha Thakur (Arizona State University-Tempe, USA), Xin Liu

(Clemson University-Clemson, USA), Edwin Michael (The University of
Notre Dame-South Bend, USA), Malay Banerjee (Indian Institute of

Technology-Kanpur, India), Shyam Sundar (Banaras Hindu
University-Varanasi, India), Niyamat Ali-Siddiqui (Rajendra Memorial
Research Inst. of Medical Sciences-Patna, India), Pradeep Das (Rajendra

Memorial Research Inst. of Medical Sciences-Patna, India), Carlos
Castillo-Chavez (Arizona State University-Tempe, USA)

1Simon A. Levin Mathematical Computational and Modeling Science Center, School of
Human Evolution and Social Change, Arizona State University, Tempe, AZ, USA

E-mail: amubayi@asu.edu

Abstract

Neglected vector-borne diseases (NVDs) pose some of the greatest challenges
in public health, especially in tropical and sub-tropical regions of the world.
NVDs have caused repeated outbreaks in poorest of poor communities in
spite of e�ective and lasting intervention tools available in richer commu-
nities. NVDs are a result of a medical-social-political problem, where the
economic cost of the disease burden, the human su�ering from diseases, and
the transformation of the communities due to disease can only be tackled by
strong will to address challenges using medical, scienti�c, and mathematical
expertise. E�orts to control or eliminate NVD have been underpinned by a
theoretical and mathematical framework developed some 100 years ago by
Ross and Macdonald, including models, metrics for measuring transmission,
and theory of control that identi�es key vulnerabilities in the transmission
cycle. The analysis of their modeling framework resulted in tipping point
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theory for epidemics via the computation of disease reproduction number,
entomological transmission metrics and vectorial capacity, which are now
used extensively to study dynamics and design of interventions for many
NVDs. Since their pioneer work on describing and modeling of malaria life
cycle at the start of last century, the vast majority of modeling literature
on NVDs attempted to use some variation of the Ross-Macdonald modeling
framework that involve of homogeneous transmission Neglected vector-borne
diseases (NVDs) pose some of the greatest challenges in public health, espe-
cially in tropical and sub-tropical regions of the world. NVDs have caused
repeated outbreaks in poorest of poor communities in spite of e�ective and
lasting intervention tools available in richer communities. NVDs are a result
of a medical-social-political problem, where the economic cost of the disease
burden, the human su�ering from diseases, and the transformation of the
communities due to disease can only be tackled by strong will to address
challenges using medical, scienti�c, and mathematical expertise. E�orts to
control or eliminate NVD have been underpinned by a theoretical and math-
ematical framework developed some 100 years ago by Ross and Macdonald,
including models, metrics for measuring transmission, and theory of control
that identi�es key vulnerabilities in the transmission cycle. The analysis of
their modeling framework resulted in tipping point theory for epidemics via
the computation of disease reproduction number, entomological transmis-
sion metrics and vectorial capacity, which are now used extensively to study
dynamics and design of interventions for many NVDs. Since their pioneer
work on describing and modeling of malaria life cycle at the start of last
century, the vast majority of modeling literature on NVDs attempted to
use some variation of the Ross-Macdonald modeling framework that involve
of homogeneous transmission assumption in a well-mixed population. How-
ever, studies evaluating questions on modeling of changing heterogeneity in
transmission processes to e�ective use of available scarce NVD data and the
capacity to model to analyze such heterogeneity are the most important but
relatively unexplored component in current literature. Local heterogeneity
due to pathogen transmission pathways, biodiversity, and disparity in popu-
lation may cause infection dynamics to be highly nonlinear, and poses prob-
lems for mathematical modeling, epidemiology and measurement of quan-
tities. Novel mathematical approaches from nonlinear dynamics, sensitivity
and uncertainty analysis and high performance computing used for other
widely studied diseases such as HIV, and Malaria, show how heterogeneity
arises from the biology and the landscape on which the processes of vector
biting and feeding preferences, host competence, access to interventions and
pathogen transmission unfold. In this talk, I will provide various examples
using NVDs as a case study that uses emerging quantitative theory and fo-
cuses attention on the diversity of ecological and social context for vector and
hosts for modeling dynamics and control. The example will include questions
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on insecticide resistance, vector preference, host competence, multiple hosts,
movement of individuals, health disparity, and community ecology. I will de-
scribe the established global stability and bifurcation analysis results for the
considered stochastic and delayed dynamical systems. The presentation will
include derivation of simple expressions to estimate the basic reproduction
number of disease using the initial exponential growth rate of an outbreak
for directly and indirectly transmitted NVDs and time series epidemic data.
The talk will also include challenges, progress, and future of NVDs and its
control.
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Abstract

There exist a big need for discrimination between mammary cancer and
mastopathy tissues (see [4]). Non invasive techniques generally may produce
inverse problems, e.g. estimating a Hausdor� fractal dimension from bound-
ary of examined tissue (see [3]). We will discuss these issues in the context of
our recent results (see e.g. [2]). During the talk we will discuss several issues
which bring light into both fractal based cancer modelling and more gen-
eral stochastic geometry models and their comparisons. When we consider
fractal based cancer diagnostic, many times a statistical procedure to assess
the fractal dimension is needed. We shall look for some analytical tools for
discrimination between cancer and healthy ranges of fractal dimensions of tis-
sues. [1] discussed planar tissue preparations in mice which has a remarkably
consistent scaling exponents (fractal dimensions) for tumor vasculature even
among tumor lines that have quite di�erent vascular densities and growth
characteristics. In [10] we provide extensive study of cancer risk assessment
on simulated and real data and fractal based cancer. Both non-random and
random carpets have been validated for modelling of the cancer growth, and
it was shown that only random carpets can be used. We constructed a statis-
tical test, which is able to distinguish between the two groups, masthopathy
and mammary cancer (see [9]). The inter-patient variability of fractal dimen-
sion for mammary cancer is high (see [11]) and therefore multifractality is a
better concept (see [6]). This is a feasible and parsimous solution for a more
delicate problem of multi-objective aggragation of information. This touches
bases for general topological approach for aggregation [12], which links to
Sugeno integral as a way to aggregation in bornological spaces. The alge-
braic and topologic properties of cancer growth are available via appropriate
set structures, e.g. bornology (see [7,8]). Such structures can be very useful
for de�ning fractal cancer hypothesis. Nephroblastoma (given by Wilms' tu-
mour) is the typical tumour of the kidneys appearing in childhood, which
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does not satisfy fractal cancer hypothesis. We illustrate on recent pre/post
clinical study the e�ect on chemotherapy to Euclidean volumes of such tu-
mors (see [5]).
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Abstract

Mycobacterium avium subspecies paratuberculosis (MAP) is the cause of
a chronic granulomatous enteric disease, also known as Paratuberculosis, or
Johne's disease, a�ecting both ruminant and non-ruminant animals. The aim
of this work was to discuss the relevance of Multilevel Mixed Models (MLM)
[1, 2] in the analysis of the e�ect of individual cow's seropositivity to MAP
on 305 days corrected milk production (D305MP) and Somatic Cell Count
(SCC), based on data from the �rst �ve lactations of each cow in Portuguese
dairy herds. Collected data have a natural hierarchical structure considering
the �measurement occasion� (�rst level) nested within cows (second level),
and cows nested in farms (third level) [3]. It should note that the data have

a longitudinal component which takes into account the di�erent numbers
of observations by cow, given that for some cows, just one lactation and
for others, two, three or up to �ve lactations may be registered. A total
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of 191 farms, including 14,829 cows and their respective 36,219 lactations
were retained. Several multivariable multilevel models, having as dependent
variable D305MP or lnCCS and as explanatory variables Lactation (L), Cow
Status (CS) or Farm Status (FS) and cross-level interactions were �tted.
All models have at least three variance components: a residual variance at
level 1, random intercept variances at level 2 and level 3, allowing for the
three-level data structure. Models were �tted using Maximum Likelihood
Estimation and an unstructured random-e�ects variance/covariance matrix
[3]. The e�ect of Lactation, with linear and quadratic terms, is signi�cant in
all models; these terms account for the curvature associated with D305MP
and lnSCC along lactations: the production increases from �rst to third
lactation, decreasing afterwards. The variance/covariance analysis con�rms
the importance of the selected structure. Each level: measurement occasion,
Cow and Farm retains a signi�cant amount of the observed variance in the
data. Our study provides the �rst report of MAP e�ects in Portuguese dairy
farms using a multilevel approach [3]. Strengths of this study are that it
was performed using a large size data collection spanning a broad temporal
scope, in a three-level structure.

Keywords: multilevel mixed model, paratuberculosis, milk Production, so-
matic cell count.
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Abstract

Let Mn be the algebra of n×n complex matrices. A matrix Tn = [tij ]
n
i,j=1 ∈

Mn is said to be a 3-Toeplitz matrix if ti+3,j+3 = tij , for i, j = 1, 2, . . . , n−3.
If there exists an integer m ∈ N, m < n, such that ti,j = 0, for |i− j| > m,
then Tn is said to be a banded 3-Toeplitz matrix with bandwidth 2m + 1.
Let H2 be the Hilbert space. Any in�nite banded 3-Toeplitz matrix can
be identi�ed with an operator T acting on the H2 × H2 space. In 1972,
Klein prove that the numerical range of a Toeplitz operator, Tf , in a Hilbert
space equals conv (f(D), where f is the symbol of the operator, and D
is the complex unit circle. In this talk, we extend this result considering
the characterization of the numerical range of a banded 3-Toeplitz operator
de�ned in a Hilbert space. We prove that in this case, the numerical range
coincides with the boundary of the convex hull of a family of curves. This talk
is based on a joint work with Professor Natália Bebiano from the University
of Coimbra, Portugal.

Keywords: numerical range, banded 3-Toeplitz operators.
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Signal identi�cation: wavelet transform and
structure function analysis for satellite data
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Abstract

Wavelet transform [1] is widely used algorithm for analysis of time series. It
can be applied to any time series to decompose the signal in time-frequency
domain and identify the characteristic frequencies and their amplitudes. In
our study we use wavelet and Fourier transform to identify turbulence pro-
cesses for in-situ magnetic �eld measurements. Turbulence plays an impor-
tant role in plasma physics, especially for developing of magnetic �eld in the
Earth's magnetosheath. Established turbulence model of Kolmogorov K41 [2]
and more developed She-Leveque model [3] use structure function to analyse
turbulences and it's characteristics power spectrum. We investigate the con-
nection of wavelet transform and structure function of p-th order to identify
turbulence processes and use both approaches to �nd-out their properties.

Keywords: wavelet transform, statistics, structure function, space physics.
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Abstract

The customer service in a company is one of the key points to succeed as
mentioned in [3] The goal as a company is to have a customer service that
is not just the best but legendary. Therefore, NORS Group, particularly one
of the Aftermarket businesses, wanted to improve the service level to ensure
that every customer would have a great service experience. Hence, Civiparts
challenge the 2Mathematical Engineering Laboratory from School of Engi-
neering of Polytechnic of Porto (LEMA/ISEP) to develop a MSO project
to model and simulate the customer's arrival rating through the phone and
physical presence in the store and to optimize the number of human resources
needed to ful�l the demand. NORS is a Portuguese group whose vision is
to be leader in transport solutions. It sells cars, trucks, buses, machines
and construction equipment, parts and service. NORS has eighty-four years
of history and activity in Portugal, which started with the representation
of the Volvo brand in nineteen thirty-three (1933). Civiparts, which is the
business where the project was developed, is in the industry of selling parts
to heavy vehicles. The company is in Portugal, represented by 8 stores, each
with a warehouse to keep the parts, Spain, and Angola. There were di�er-
ent possible channels to communicate with the shop and make a sell, which
were: going to the shop, make a phone call or send an email. The communi-
cation channels under study were the phone and the physical presence. The
project began with analysing the data from the phone calls related to the
year 2016 (daily data) and January 2017 (hourly data). This information was
provided by an already implemented call-centre system. Furthermore, there
was no data available regarding the customer's rating arrival into the stores.
To solve this lack of information, the data was collected in one of the stores,
in Leça da Palmeira, by measuring the number of people arriving and taking
notes of the time of the di�erent tasks that comprised the whole customer
experience in the shop. The period of time was approximately 2 weeks in
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di�erent months. Analysing the data allowed to understand the behaviour of
customer's demand in di�erent months and days in the phone channel. The
addition of the hourly records of January 2017 was essential to determine the
hourly demand through phone call. The arrival rate of the customers that
would go to the store was based on the collected data. It was developed a
simulator to allocate the clients, by the rule First In First Out (FIFO), to a
particular working station, in order to overcharge the minimum of employers.
Thus, the simulation gave one minute of resting between each client, trying
to be as close to reality as possible. The queueing theory applied was the
[1] (Burnecki) Thinning algorithm using the [2] (Krzysztof Burnecki, 2010)
Non-Homogeneous Poisson Process (NHPP) to simulate the arrival rate of
the customers. This model allows to have di�erent rates throughout the day,
in order to increase the model adherence to reality. The simulations permit-
ted to understand the service level by applying di�erent number of resources
available with a general customer service functions and with a specialization
of only one channel of the customer service.

Keywords: queueing theory, modelling, simulation and optimization (MSO),
data analysis.
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Abstract

In this work we discuss a case study of Supply Chain Management in a Por-
tuguese retail company. The increase in consumer demand caused greater un-
certainty in forecasting demand and, as a result, a robust and well-designed
management of the supply chain (SC) has gained increasing importance [16].
Supply Chain Management (SCM) can be seen as a complex network of in-
terdependent organizations upstream and downstream of SC [10], where an
organization's performance depends on an e�ective and e�cient cooperation
between all partners [13]. In this context, SC planning is portrayed as a
critical business problem, since it implies not only an inter-organizational
integration, but also four domains responsible for the di�erent decisions:
purchasing, storage, distribution and sales [11]. Of these domains, purchases
are of particular importance, since they play a very important strategic role
in organizations, being considered as a potential source of competitive ad-
vantage [14], mainly because it represents the entry in SC and it essentially
concerns the provision of resources for the entire SC [11]. SC's planning
is characterized by its complexity and strategic management can represent
imminent competitive weapons, ensuring organizations stand out from the
competition [15]. In this context, as SCM issues are developed, studies more
often refer to the construction of mathematical models, in order to optimize
the various problems related to the various SC domains [18]. The main ob-
jective of this study is the development of a tailor-made quantitative model
with the aim of improving decision-making in the purchasing management
of a Portuguese company in the retail sector. The proposed model has as de-
cision variables the size of the lots and the storage mode of the products. It
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considers the various associated costs, such as, picking, replacement, distri-
bution and sales. In addition, monthly sales history information will be used
as the products demand. To solve the company's challenge, a MILP model
is developed and the numerical resolution will use Gurobi [17] solver with
interface to AMPL [12]. Preliminary results show that the model can reduce
costs by 15 %, on average. By testing the monthly demand, we found that
the preference storage mode is picking by store. This means that ordering in
pallets is more e�cient for the company.

Keywords: supply chain management, quantitative model, decision-making,
purchasing management, planning.
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Abstract

The long QT syndrome (LQTS) is an uncommon hereditary disorder charac-
terized by abnormal electrical activity in the heart that may lead to sudden
death. LQTS can be diagnosed with an electrocardiogram (ECG). The QT
interval represents the time that cardiac cells take from contraction to relax-
ation. An abnormally long QT leads to ventricular arrhythmias and therefore
a fall in blood pressure and loss of consciousness [1]. LQTS cases may pass un-
diagnosed if variations of heart rate occur. In this paper we propose to model
the QT interval from group of waves (complex) seen on an electrocardiogram,
representing ventricular depolarization (QRS) and the interval from the peak
of one QRS complex to the peak of the next as shown on an electrocardiogram
(RR). It is used to assess the ventricular rate) and gender with generalized
additive models (GAM) described by Hastie and Tibirani [2]. The GAM is a
nonparametric extension of the linear model which replaces the linear predic-
tor η =

∑p
j=i βjXj with an additive predictor of the form η =

∑p
j=i Sj(Xj),

and is assumed that E(Y/X1, X2, . . . , Xj) = S0+
∑p

j=i Sj(Xj), where S(X)
is an unspeci�ed smooth function that can be estimated by any scatter-
plot smoother. Several GAMs were �tted to a sample of 825 individuals
who attend routine ECG exam, using R [3]. The best GAM �t model was
QT = 372.01 + 12.53Sex + S(RR,QRS), where the (RR,QRS) de�nes the
tensor product smooths that are smooths of variables RR,QRS which allow
the degree of smoothing to be di�erent with respect to di�erent variables
(RR,QRS). The dimension of the bases (k) used to represent the smooth
term was 4, which is adequate, since the k-index is greater than 1. The
concurvity measures provided are smaller than 1 (0.42 for the parametric
component, and worst=0.187, observed=0.058 and estimate=0.019 for the
smooth term), suggesting no concern about concurvity. We found p < 0.001
for the parametric component and for the approximate signi�cance of smooth
terms, the adjusted R2, the deviance explained were 0.62 and 62.3%, respec-
tively, and the AIC is 6975.35, the lower value among the �tted models. We
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succeeded to model the QT interval; however we need to test the model with
data from patients with LQTS.

Keywords: electrocardiogram, QT interval, generalized additive models.

References

[1] Schwartz P.J., Priori S.G., Spazzolini C., Moss A.J., Vincent G.M., Napolitano C.,
Denjoy I., Guicheney P., Breithardt G., Keating M.T., Towbin J.A., Beggs A.H.,
Brink P., Wilde A.A., Toivonen L., Zareba W., Robinson J.L., Timothy K.W., Cor�eld
V., Wattanasirichaigoon D., Corbett C., Haverkamp W., Schulze-Bahr E., Lehmann
M.H., Schwartz K., Coumel P. and Bloise R., (2001) Genotype-Phenotype Correlation
in the Long-QT Syndrome Gene-Speci�c Triggers for Life-Threatening Arrhythmias,
Circulation, 103, pp. 89�95.

[2] Hastie T. and Tibshirani R., (1986) Generalized Additive Models, Journal of the
Royal Statistical Society B, 1(3), pp. 297�318.

[3] R Core Team, (2014) R: A language and environment for statistical computing, R
Foundation for Statistical Computing, Vienna, Austria, http://www.R-project.org/.



Contributed Talks 21

σ-semi-Hyers-Ulam stability for higher order
integro-di�erential equations

A.M. Simões1,2,3 and L.P. Castro3,4

1CMA-UBI � Centro de Matemática e Aplicações da Universidade da Beira Interior,
Universidade da Beira Interior, Portugal

2Departamento de Matemática, Universidade da Beira Interior, Portugal
3CIDMA � Centro de Investigação e Desenvolvimento em Matemática e Aplicações,

Universidade de Aveiro, Portugal
4Departamento de Matemática, Universidade de Aveiro, Portugal

E-mail: asimoes@ubi.pt

Abstract

This talk is devoted to present the σ-semi-Hyers-Ulam stability for higher
order integro-di�erential equations within appropriate metric spaces. We will
show that σ-semi-Hyers-Ulam stability is a new kind of stability somehow be-
tween the Hyers-Ulam and the Hyers-Ulam-Rassias stabilities. Su�cient con-
ditions are obtained in view to guarantee Hyers-Ulam, σ-semi-Hyers-Ulam
and Hyers-Ulam-Rassias stabilities for such a class of higher order integro-
di�erential equations. We will be considering �nite intervals as integration
domains to de�ne the higher order integro-di�erential equations. Among the
used techniques, we have �xed point arguments and generalizations of the
Bielecki metric. Some examples of the application of the proposed theory
will be included.

Keywords: Hyers-Ulam stability, σ-semi-Hyers-Ulam stability, Hyers-Ulam-
Rassias stability, Banach �xed point theorem, Bielecki metric, higher order
integro-di�erential equations, nonlinear integral equation.
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Abstract

In this work, we will describe a software developed to solve an industrial
packing problem related to the single container loading problem and the
pallet loading problem ([1]): given a set of 3D rectangular boxes of di�erent
types, the objective is to store the boxes into containers or pallets, as e�ec-
tively as possible, minimizing the number of necessary containers or pallets.
Our scenario considers boxes with fragile content, usually marked with the
label This side up, to be packed in pallets. Some of the boxes allow rota-
tion, others do not. The cargo is weakly heterogeneous, i.e., the assortment
of boxes is small, usually less than half a dozen di�erent references. The
stability of the boxes is also considered. Given the speci�cities of our sce-
nario, we proposed a tailor-made greedy heuristic, and we implemented it
in Matlab. The software developed �nds packing solutions, which are easy
to understand and execute by a non-expert, for example a worker of some
company. The graphical user interface gives a 3D visualization of the boxes
that allows rotation of the 3D pallet or container, to see it from all angles.
In practice, workers can usually place boxes exceeding the limits of the pal-
lets for some centimetres. Our software compares the solutions, considering
a chosen tolerance. The heuristic works best for packing into pallets, but
it also works for containers of any size. We will present the results of our
heuristic and will compare them with other results from the literature [2-5],
using a benchmark test set.

Keywords: three dimensional packing, heuristics, container loading, pallet
loading, industrial mathematics.
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Abstract

The matrices of a structured family of stochastic symmetric matrices are all
of the same order k and correspond to the treatments of a base design. The
most interesting case is when the matrices in the family have a dominant
�rst eigenvalue λ1 see [2]. We then study the action of the factors in the base
design, on the components of the �rst structure vector λ1α1 with α1 the �rst
eigenvector. When the matrices in such families correspond to the treatments
of a base design we can carry out ANOVA like analysis of the action of
the treatments in the model on the structured vectors see [1] and [3]. This
analysis can be transversal �when we worked width homologous components
and longitudinal � when we consider contrast on the components of each
structure vector. In this work we consider the models for these matrices and
show how to carry out inference for structured family.

Keywords: symmetric matrices, ANOVA like analysis, longitudinal and
transversal analysis.
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Abstract

The goal of this project is to study a new way of simulating �re regimes that
accounts for inter-annual variation in �re frequency and size. The importance
of this variation will be evaluated through a model of caribou population size
in relation to landscape disturbance history. Existing assessments of caribou
population vulnerability are based in part on simulation studies of historical
�re regimes that do not account for inter-annual variation in �re weather,
that e�ects the number and mean size of �res. Population extinction risk
is sensitive to the magnitude of environmental stochasticity, such as varia-
tion in the annual area burned by �re. If this variation is underestimated,
so is the risk of extinction. A population viability analysis of select caribou
herds will be conducted in order to determine the sensitivity of simulated
population sizes and extinction risk area to these additional sources of vari-
ation. Several models exist relating range quality to caribou demographic
parameters, in Sorensen et al (2006) [2], range quality is measured by the
proportional area that has burned within the last 40 years. This propor-
tion is related to the population growth rate by a linear regression model.
In simulation studies, simple landscape �re models generate time-varying
landscapes which cause inter-annual variation forest age structure, and so in
population growth rates. In the course of this work simulations show that
the risk of extinction for most herds is very low under historical �re regimes.
However, this �nding may be misleading because the landscape �re models
used in the simulations do not account for inter-annual variation in the �re
weather. A new landscape �re models that include statistical models of the
inter-annual variation in the number and mean size of �res is being devel-
oped. Speci�cally, annual �re ignitions will be modelled as a Poisson process
whose parameter varies randomly in time. Similarly, annual �re size will be
modelled as an exponential distribution with random variation in the mean.
These models can be estimated from time series of �re counts and sizes. A
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estimation of the herd extinction risks is being developed under these new
models by simulation experiments and to quantify the increase in these risks
relative to the simpler models currently in use. In this project the data is
from Manitoba region, 1969-2000. The research will be carried out using the
data produced by the NRCAN (Natural Resources Canada) open database
(Statistics, 2017) [3]. Using these �ndings, allow us to evaluate the adequacy
of the limits on the amount of human disturbances within caribou ranges as
given the ECCC recovery plan [1].

Keywords: landscape �re model, negative binomial count model, spatial
simulation, wild�re.
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Abstract

In this paper we address a challenge proposed by a Portuguese energy sector
company at an European Study Group with Industry. The company wanted
to forecast the demand and return rate of Lique�ed Petroleum Gas (LPG)
cylinders. To address this challenge, sales data provided by the company
as well as national data were analysed. The methodology proposed in the
present work consisted in the combination of several techniques used to fore-
cast demand and sales, in order to obtain a range of forecast values and their
corresponding probability, similarly to [1]. Time series techniques (moving
averages and exponential smoothing), multivariate linear regression models,
and arti�cial neural networks were used to forecast total propane gas sales
and return rates of cylinders (empty bottles). Vitullo et al. in [3] suggest
that the most important factors in�uencing gas consumption are: temper-
ature, prices, wind, previous month's demand, humidity, precipitation, and
luminosity. Using ARIMA models, Erdogdu [2] forecasts the future growth in
natural gas demand in Turkey, concluding that natural gas demand elastic-
ities are quite low, i.e., prices do not in�uence demand signi�cantly. In our
work, taking into account explanatory variables such as atmospheric tem-
peratures, demand in previous periods, sales objectives, and expectation of
price increase, we estimated multiple regression models for the total sales
of propane and for the number of LPG bottles at a national level. Arti�cial
neural networks were used to forecast both the total propane gas sales and
the return rate of cylinders (empty bottles). Finally, these methods were
combined in a single approach, by de�ning a probability density function for
each method and using Monte Carlo simulation to draw values, which are
then used in a weighted linear function (with the weights proportional to the
method's accuracy).
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Abstract

In this work we aim to present a new approach considering orthogonal mixed
models in situations when the samples dimensions are not known in advance.
We will assume that the occurrences of observations correspond to counting
processes, which lead us to consider the sample sizes as realizations of inde-
pendent random variables with Poisson distribution. An illustrative example
of this is the collection of observations during a �xed time period in a study
comparing, for example, several pathologies of patients arriving at a hospital,
see [1], [2], [3] and [4]. The applicability of the proposed approach is illus-
trated through an application based on real data, considering the incidence
of unemployed persons in the European Union. The dataset gathers informa-
tion regarding the age of the unemployed and comes from PORDATA (Base
de Dados Portugal Contemporâneo).

Keywords: random sample sizes, orthogonal mixed models, unemployment
in European Union.
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Abstract

The relation between interval map dynamics and digraphs is well known.
The digraphs are built using partitions of the interval which supports a
given map. Taking this relation has a starting point we introduce a system-
atic correspondence between networks and a certain class of interval maps.
This correspondence can be seen as a coordinate system for networks. This
approach has two perspectives: On one hand, methods established for net-
work theory can be used for the study of certain characteristics of interval
map dynamics. On the other hand, associating an interval map to a given
network we may obtain a characterization of the network through the topo-
logical invariants of the map.

Keywords: dynamical system, iterated maps, graphs, topological invariants.
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Abstract

It is usual that some constraints arise when one wants to carry out a study
with data application. Often researchers ignore those constraints and use
standard methods, such as the analysis of variance, to process the data. This
may result in a loss of power. In this talk we will show how to estimate
variance components in mixed models under some constraints. Namely we
will show how to estimate variance components in mixed models in which
the number of random factors is not greater than the number of eigenvalues
of the model variance-covariance matrix. An example will be presented to
illustrate this approach.

Keywords: linear mixed models, estimation, variance components.
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Abstract

The main objective of Statistics of Extremes is the estimation of parame-
ters of rare events. One of these parameters is the extremal index, θ, that
is a key parameter when extending the analysis of the limiting behaviour of
the extreme values from independent and identically distributted sequences
to sationary sequences. The extremal index measures the degree of local
dependence in the extremes of a stationary process, see [1], among other
authors. Clusters of extreme values are linked with incidences and durations
of catastrophic phenomena, an important issue in areas like environment,
�nance, insurance among others. Its estimation has been considered by sev-
eral authors but some di�culties still remain. Most of the semi-parametric
estimators show the same type of behaviour: nice asymptotic properties, but
a high variance for small k, the number of upper order statistics used in the
estimation; a high bias for large k and the need for an adequate choice of
k. Here we focus on the estimation of θ using blocks estimators, introduced
in [2]. Blocks estimators can be constructed by using disjoint blocks or slid-
ing blocks. The asymptotic properties for both procedures were studied and
compared in [3]. These authors show that the sliding blocks estimator is
more e�cient than the disjoint version and has a smaller asymptotic bias.
However both blocks estimators require the choice of a threshold u and a
block length b. In Figure 1 the resulting estimates based on exceedances over
a high threshold un = Xn−k:n where Xk:n are the ascending order statistics
associated to a random sample (X1, X2, . . . , Xn), are shown as a function of
k, for di�erent block lengths. Some criteria have appeared for the choice of
those nuisance parameters, see, for example [3,4]. In this work we will show
the e�ect of the threshold and the block size choice to obtain reliable esti-
mates. A large simulation study have been performed and an application to
daily mean �ow discharge rate in the hydrometric station of Fragas da Torre
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Fig. 1. Blocks-estimates as functions of k with block lengths b = 5, 10, 20, 50 for a max-
autoregressive (ARMAX) process. The true extremal index value is here 0.5.

in Paiva river, data collected from 1 October, 1946 to 30 September, 2006 is
shown.

Keywords: extreme value theory, stationary sequences, clusters of extreme
values, daily mean �ow discharge rate.
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Abstract

Over the last century the number of women participating in sports compe-
tition has increased signi�cantly, raising performances to levels never before
imagined. This trend is an important covariable in the modelling of extreme
events. The main purpose of this study is to apply extreme value models to
a dataset of records from women's hammer throw in track and �eld compe-
titions, collected from website https://en.wikipedia.org/wiki/Hammer_th-
row, and in some situations we consulted the IAAF compendium, about the
progression of world athletics records [4]. Since stationarity is a basic re-
quirement of the classical analysis of extremes, classic models may not be
viable in certain sports contexts, particularly in events strongly a�ected by
change and increasing evolution over time. To date no general theory has
been established for nonstationary extremes, reason why an alternative is
to consider that one or more parameters of the distribution vary over time.
Therefore in this study we consider stationary and nonstationary models, for
the estimation of extreme parameters in women's hammer throw. We con-
sidered the annual block maxima (BM) method for the period from 1988 to
2017 (n=30) and the generalized extreme value distribution with constant
parameters and 7 di�erent time dependent parameters. The BM method
may be preferable, over other methods (e.g., POT), when the observations
are not exactly independent and identically distributed [5�7,9]. The trend
were veri�ed by graphics analysis and, formally, by Mann-Kendall trend test
[8,10]. The Deviance statistics, as well as the Akaike information criterion
(AIC) and corrected AIC were used to select the model that best represents
the available data [1�3]. The best �t model has a linear trend in location
parameter, log-linear in the scale parameter and constant shape parameter.
There is a strong probability of a new world record happening in the next
three years.
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ability, upper right tail, return levels, hammer throw (track and �eld).
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Numerical simulations of a third-grade �uid �ow on
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Abstract

Based on a director theory approach related to �uid dynamics we reduce
the nonlinear three-dimensional equations governing the axisymmetric un-
steady motion of a non-Newtonian incompressible third-grade �uid to a one-
dimensional system of ordinary di�erential equations depending on time and
on a single spatial variable. From this new system we obtain the unsteady
equation for the mean pressure gradient and the wall shear stress both de-
pending on the volume �ow rate, Womersley number and viscoelastic pa-
rameters over a �nite section of a straight, rigid and impermeable tube with
variable circular cross-section. We present some numerical simulations of un-
steady �ows regimes through a tube with a contraction using a nine-directors
theory.

Keywords: third-grade �uid, one-dimensional model, unsteady �ow, hier-
archical theory.
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Abstract

Poincaré plot is a two-dimensional geometric representation of a time series,
where each point represents a pair of successive elements of the time series
[1]. The resulted scatter plot allows assessment the element-to-element vari-
ability and the overall variation. A conventional Poincaré plot is analyzed
quantitatively by determining two measures of point dispersion (SD1 and
SD2) that there are closely related to short- and long-term variability of the
time series. Poincaré plot have been widely used in the cardiovascular area
to measure heart rate variability and their application on gait time series is
emerging [2]. Gait stride-to-stride variability is an important marker to bet-
ter understand the mechanisms of movement disorders, and in monitoring
the progression of the disease under therapeutic interventions [3]. Gait vari-
ability is often reported by standard deviation and/or coe�cient of variation
[4], and few studies used Poincaré Plot analysis to compare gait variabil-
ity of healthy subjects from patients with neurodegenerative disease, such
as Parkinson's and Huntington diseases [5], and further research is needed.
The aim of this study is to evaluate the stride-to-stride �uctuations through
the measures derived from the Poincaré plot to help understand the neural
control of locomotion in patients with neurodegenerative disease and health
control subjects. For this proposed, we analyzed di�erent gait time series
that represent di�erent gait characteristics (stride time, stance, swing, dou-
ble support) from patients with Parkinson's disease, Huntington's disease,
amyotrophic lateral sclerosis and healthy control subjects. All time series
were obtained from the database available at https://physionet.org/physio-
bank/database/gaitndd/.

Keywords: time series, short-term variability, long-term variability, move-
ment disorders.
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How to test di�erent block diagonal structures in
several covariance matrices
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Abstract

The adequate calibration of di�erent statistical models, such as growth curve
or mixed models, requires an adequate choice of the covariance matrix struc-
ture. The complexity of some new models makes it important to be able to
choose and to test elaborate patterns for covariance matrices. However, the
testing procedures commonly used in this decision process are not easy to
implement due to the complicated structure of the exact distributions of the
test statistics involved. Therefore, the required tests are often not performed
or rather are performed using approximations for the distributions of the
test statistics which, in most of the cases, are unable to guarantee the neces-
sary accuracy of the results. In this work we will show how it is possible to
develop a procedure to test di�erent block diagonal structures in several co-
variance matrices by splitting the null hypothesis into a set of conditionally
independent hypotheses [1,3] and how does this procedure makes it easy the
development of near-exact approximations [2]. The numerical studies carried
out demonstrate the adequacy and accuracy of these approximations.

Keywords: covariance structures, generalized integer gamma distribution,
generalized near-integer gamma distribution, mixtures.
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Abstract

In certain areas of activity the quality of a product or service is not only
a di�erentiation component that leads consumers to choose it or another
competitor, but more than this, because there are standards in a developed
and competitive market framework that have to be necessarily followed. For
instance, some manufacturing producers as well as food and services indus-
tries, are faced with the obligation of conducting a tight quality control to
their products, to detect and measure the intensity of abnormal character-
istics, such as o�-odors, chemical substances, o�-�avors and taints, among
others. The tools of statistical quality control they commonly use are the
control charts for on-line inspection, and the acceptance sampling plans to
decide for the acceptance or rejection of lots of raw material, and of not-
�nished and �nal products. Details about these powerful tools can be found
in [1], [2] and [3]. In particular, for the detection of chemical substances,
in addition to sensory evaluation, even when qualitative (presence or not)
and quantitative (intensity) information is obtained, it is usually necessary
to perform chromatographic analysis. In this paper we consider some accep-
tance sampling plans based on both sensory and chromatographic analyses,
to investigate the presence (or not) of chemical substances in lots of items
on the basis of the observed sample(s), and consequently, reject (or accept)
such lots. The sensory evaluation, the �rst applied procedure to the items
of the sample, is conducted by expert assessors, who must give qualitative
information (Yes/No) about the identi�cation of a chemical substance in
each analyzed item. Accordingly to prede�ned decision rules, the lot can be
accepted or rejected at this step, without subsequent analysis, or one must
continue with a quantitative chromatographic evaluation. It is important to
refer that most of the chromatographs in use do not register with suitable
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accuracy very small or large concentrations of chemical substances, and a
common practice is to truncate the results below or above a certain thresh-
old, leading us to consider a truncated and in�ated distribution to represent
the chromatographic measurements. In this study such values are modeled
by an in�ated Pareto distribution (also considered in related works; see [4]
and [5]), and some di�erent statistics are used in the decision rule at this
step, in order to decide for the acceptance or rejection of the corresponding
lot of items. Some guidelines for the implementation of such plans in or-
der to achieve prede�ned risk levels is provided, and the performance of the
proposed sampling plans is evaluated and compared. An application of such
plans to a real data set is also presented. Other details and related works on
sensory testing and acceptance sampling plans can be found, for instance, in
[6], [7], [8] and [9].

Keywords: acceptance sampling plans, chromatographic analysis, in�ated
Pareto distribution, sensory analysis.
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Abstract

Let matrices A,C ∈ Mn have eigenvalues α1, . . . , αn and γ1, . . . , γn, respec-
tively. The set DC(A) = {det(A−UCU∗) : U ∈ Mn, U

∗U = In} of complex
numbers is called the C−determinantal range of A. We study di�erent condi-
tions under which it holds that DC(RS) = DC(S R), for some matrix words
R and S.

Keywords: numerical range, σ−points, Marcus-Oliveira conjecture.
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Abstract

Human-like morphology and movements are often considered key features
for achieving high levels of cooperation between robots and humans. In fact,
robots are increasing becoming part of our daily life in several assistance
scenarios. For natural human-robot interactions human-like movements are
essential not only for human acceptance but also because they allow an eas-
ier interpretation of the movements of the robot as goal-directed actions. In-
spired by studies in human motor control [1], we have developed a movement
planning for movements of an anthropomorphic robotic arm and hand of the
ARoS robotic platform [2�4]. The question that arises is on how to mea-
sure human-likeness of robotic arm movements. Several metrics have been
used in literature, and the mostly used are the normalized jerk square and
the -1/6 power law (see e.g.[5]). In this talk we present the statistical com-
parison of reaching movements using the six di�erent planers: the Human-
like Upper-limb Motion Planner (HUMP); and �ve popular sampling-based
robotic planners, namely RRT, RRTConnect, PRM, RRT* and PRM* [6].
A total of 2400 random movements were using V-REP (Virtual Robot Ex-
perimentation Platform) on the transverse, sagittal and coronal planes, as
well as 3D movements. Non-parametric Kruskal-Wallis tests were used for
comparing the human-likeness of the movements generated by each planer.

Keywords: robotic arm movements, random simulated movements, V-REP,
Kruskal-Wallis.
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Abstract

In Extreme Value Theory we are essentially interested in the estimation of
quantities related to extreme events, and its main issue has been the estima-
tion of the extreme value index (EVI), a parameter directly related to the
tail weight of the distribution. When we are interested in large values, esti-
mation is usually performed on the basis of the largest k order statistics in
the sample or on the excesses over a high level u. In this talk we deal with the
semi-parametric estimation of the EVI, for heavy tails, beginning as usual,
by reviewing classical estimators. Most of those estimators show the same
type of behaviour: nice asymptotic properties, but a high variance for small
values of k and a high bias for large k, and therefore the need for an adequate
choice of k. Some classes of EVI-estimators have appeared in the literature
in order to overcome that di�culty, as those studied in [1�6], to cite a few
works. The class of mean-of-order-p (MOp) EVI-estimators [3,7], based on
the Hölder's mean-of-order-p, revealed very nice properties, showing a mean
square error smaller than that of the classical EVI-estimators, even for small
values of k. Recently, a new class of EVI-estimators, the Lp EVI-estimators,
based on the Lehmer's mean-of-order p that generalizes the arithmetic mean,
was derived, see [8,9]. The study of the asymptotic behaviour of this class
and the asymptotic comparison, at optimal levels to classical estimators or
the members of other classes reveals that for an optimal (p, k)-choice, in the
sense of minimazing the mean square error, the members of this class are
able to show a very good performance, see [10]. Those estimators are also
compared for �nite samples, through a large simulation study.

Keywords: generalized means, heavy tails, semi-parametric estimation, statis-
tics of extremes.
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Abstract

We present and characterize subspaces of generalized Hessenberg matrices
such that the determinant is convertible into the permanent by a�xing ±
signs. An explicit characterization of convertible Hessenberg-type matrices
is described. In the end, we conclude that convertible matrices with the
maximum number of nonzero entries can be reduced to a basic set.

Keywords: determinant, permanent, Hessenberg matrix, convertible ma-
trix.
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Kalman �ltering, a necessary tool to build a low
cost navigation system

José Vieira Duque1, Victor Plácido da Conceição1 and
M. Filomena Teodoro1,2

1CINAV, Center of Naval Research, Portuguese Naval Academy, Portuguese Navy,
Portugal

2CEMAT, Center for Computational and Stochastic Mathematics, Instituto Superior
Técnico, Lisbon University, Portugal

E-mail: maria.alves.teodoro@marinha.pt

Abstract

low-cost positioning and navigation systems emerged due the signi�cant
development of the technology in last twenty years, in particular with the ap-
pearance of the Micro-Electro-Mechanical Systems (MEMS)[1�3]. The main
idea described in the manuscript consists in the construction of a low-cost
positioning solution for small sailboats. The Kalman �ltering is used to deal
with data from a MEM, an inertial sensor and a GPS receiver staged on
small sailing vessels. As preliminary approach, we have considered a sim-
pler �lter of Kalman where the state (signal) is de�ned with few variables.
The validation of this low-cost equipment is done comparing the obtained
results with those obtained by higher precision systems. This work is still in
a preliminary stage. Due to its dimensions and costs, it is di�cult to install
conventional navigation systems in small boats, this work intends to give an
answer to this problem using a technique widely used as a tool of excellence
in signal processing, the Kalman �lters (KF), see, for example [4,5]. In 1960,
the engineer Rudolf Kalman published an article [4] in which he presented
a new method of linear �ltration. This method uses the measurements of
independent variables and the noise from these measurements to �lter the
system signal and predicts its next state using some statistical techniques.
This new method introduced by Kalman in early sixty decade came to be
known as Kalman Filter (KF) and had its �rst use aboard the spacecraft
navigation computers of the APOLLO project. In KF, the signal processing
is based on stochastic models, estimation and control [6,7]. In order to create
a low-cost positioning solution that is applied to small sailboats, this work,
based on the di�erent KF approaches described in [8], uses a properly ad-
justed KF capable of merging data from a MEMS inertial sensor and a GPS
receiver. The system intends to present a solution that allows to know the
position and speed of the boat and its behavior in the three main axes, yaw,
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pitch and roll. At the moment, our preliminary approach, �rstly introduced
in [9,10], conduced to a �lter that provides the position and speed, but only
one of the mains axes inclination.

Keywords: systems of navigation and positioning, Kalman �lters, low-cost,
small vessels.
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José G. Dias1

1Instituto Universitário de Lisboa (ISCTE-IUL), BRU-IUL, Lisboa, Portugal

E-mail: jose.dias@iscte-iul.pt

Abstract

Symbolic data analysis (SDA) has been proposed as an extension to data
analysis that handles more complex data structures [1,2]. In this general
framework observations are characterized by more than one value: from
two (e.g., interval-value data de�ned by minimum and maximum values)
to multiple-valued variables (e.g., frequencies or proportions). Often these
data structures result from data aggregation with the purpose of studying
heterogeneity or natural clusters. Many algorithms and methodologies have
been proposed to clustering data and most of them have been generalized to
SDA. This research proposes a new clustering algorithm for multiple-valued
data. It is based on the symmetric Kullback-Leibler distance combined with
a complete-linkage rule within the hierarchical clustering framework. The
algorithm is applied to the population pyramids of World countries. They
de�ne symbolic data, i.e., individual observations are aggregated at country
level and summarized by population pyramids. Results show that the pop-
ulation structure of the 220 countries is quite diverse, but can be clustered
into �ve groups or pyramidal shapes. These results allow a better classi�-
cation and characterization of countries regarding population structure and
dynamics, and can be relevant for the de�nition of demographic and social
policies worldwide.

Keywords: symbolic data analysis, clustering algorithms, demography, pop-
ulation pyramids.
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Abstract

Periodontal disease (PD) is one of the most prevalent oral disorders, a�ecting
10% - 60% of world population [1]. The association with rheumatoid arthritis
(RA) is based on the similar humoral and cellular immune responses [2].
Moreover, these two genetic diseases share genetic and environmental risk
factors [3], as well as similar pathogenic and clinical characteristics [4]. Meta-
analysis combines estimates of quantities of interest, as obtained from studies
addressing the same research question, to estimate the overall/mean of an
outcome of interest. The research question about the e�ect size (ES) of non-
surgical periodontal treatment (PT) on RA improvement can be answered
by variations of di�erent negative oriented, surrogated, or real endpoints.
Although the overall e�ect tends to be a reduction of all endpoints, some
discordant variations make the available studies inconclusive. In this work we
approach this issue aggregating the endpoints, according to Borenstein et al.
(2009) [5] procedure. Three composite ES were computed. One aggregating
all ES within the study (OCE), another the subjective (symptoms) outcome
measures (SCE) and the third the analytic (ACE), so that each independent
study contributes only with a single EF of each type. The Edge'g e�ect
size was computed for each endpoint. We applied the �xed-e�ects model
by summarizing the results of k = 4 studies, each of which has a sample
size ηk, k = 1, . . . , k. In each study, there is a true e�ect βk estimated by
β̂k, with a true standard error σk estimated by σ̂k, or, equivalently, a true
variance σ2

k estimated by σ̂2
k and between-study variance τ2. The τ2 and

β were estimated by restricted maximum-likelihood estimator (REML) and
the inference was attained by �rst- (signed loglikelihood ratio test (rLRT))
and higher order statistics (Skovgaard statistics (rSkov)). The meta-analysis
results were presented in a forest plot graph and publication bias was assessed
by a funnel plot graph combined with the trim and �ll method and tested
by Egger's linear regression method. The two-sides con�dence intervals were
computed, but since the inferential interest is to evaluate the reduction of the
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composite endpoints of markers of disease activity, we tested the hypothesis
of composite indexes being equal to 0 (null hypothesis) against the one-sided
alternative of being lesser then 0 (one-sided alternative). The results failed
to estimate reliable quantitative results, but have shown a positive e�ect of
PT on RA patients, enabling us to conclude that PT should be part of RA
and PD patients' treatment.

Keywords: periodontal treatment, rheumatoid arthritis, meta-analysis, ag-
gregate endpoints.
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Abstract

Sectors appear in a large variety of contexts. Sectorization is often associated
with geographic divisions such as political (re)districting, with the design of
police areas, school districting, but also with home-care services, location
problems and de�nition of sales territories. Several criteria are considered to
design and assure the �quality� of the sectors. Criteria such as equilibrium,
compactness or contiguity are frequently used. However, the opinion of de-
cision makers and the type of applications may lead to other criteria, like
the respect of natural boundaries, integrity or the representation of ethnic
minorities (see [1]). Important surveys such as [2] and [3] can be useful for
those not so familiar with the subject. Sectorization problems are usually
di�cult to solve, for several reasons. In this event, a real case involving sec-
torization and routing, applied to the daily transport of patients between
their residences and a hospital centre, will be presented. The hospital centre,
located in Porto, has trained sta� to attend these patients and o�ers them
daily support (Monday to Friday). Patients are from a vast area around the
town and have di�erent particularities. Not all patients require hospital visits
every day. The hospital centre takes patients back to their homes, but not
everyone does it at the same time. Part of the patients only returns home
after dinner, while others do so early. The �eet of vehicles that transport
patients is homogeneous and each vehicle has a maximum capacity of seven
patients. It is intended that the transport be made as quickly as possible, (the
cost of each route is given by the time of the trip) and that the occupancy
rate of the vehicles is high. In the case of transportation involving patients
with mental disabilities, it is important that the knowledge of drivers and
caregivers can emerge in the resolution process. The method used to deal
with this case resorts to SectorEl, an electrostatic based approach to sector-
ization, which has already been developed by the authors, see [4], including,
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however, some relevant changes. The procedures are inspired on Coulomb's
Law and allow to create sectors, in compliance with factors the patients have
in common, and to enhance the solutions. Moreover, it is possible to take
into consideration undesirable forms of a solution. By applying the method
and attending speci�c criteria and the characteristics of each patient, it is
possible to divide the entire group of patients into small groups. Within each
group, the transport is done by a single vehicle. The results obtained will
be shown and interpreted, especially in what concerns interesting aspects
such as: the variability of patients during the week, the opportunity of rapid
incorporation of new patients into the process and the likelihood that some
may quit the centre, for several reasons.

Keywords: sectorization, routing, patient transport.
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Abstract

We introduce a model to study the vibrational properties of non-homogeneous
materials. In our work these materials, naturally idealized, are composed by
one dimensional chains of harmonic oscillators represented by an alternating
sequence of particles and springs. Despite the system has explicit solutions
since it is linear, the formulas can be very complicated. We use homogeneous
chains as building blocks for characterizing the whole system and the global
dynamics. In particular, we determine the solution for a chain composed of
two distinct homogeneous chains in terms of the original solutions for these
two homogeneous chains, when uncoupled. This gives us a general procedure
to deal easily with hon-homogeneous chains.

Keywords: dynamical system, harmonic oscillator, non-homogenous chains,
recursion.
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Abstract

In almost every human activity sectors the number of workers under psy-
chosocial risks has been increasing worldwide with negative impact on work-
ers' health and wellbeing, their organizations and economies in general [1, 2,
4, 5, 6, 9, 10]. A short version (41 questions/variables measured on a 5-point
scale) of the Copenhagen Psychosocial Questionnaire, which includes rele-
vant dimensions according to several theories on psychosocial risk factors in
the workplace, was applied to workers from a Portuguese �nancial institution
[3, 8]. To describe and synthetize the sample data some multivariate method-
ologies were employed, such as principal components and cluster analysis. A
set of seven clusters emerged as manifestations of latent variables with clear
psychosocial meaning; a path model was then designed, expressing a priori
empirical perceptions and authors' experience about causal relations among
those latent variables, both consistent with literature. The model was esti-
mated using Partial Least Squares Path Modeling (PLS PM), implemented
through an R package [7]. A nonparametric bootstrap procedure was used to
assess the statistical signi�cance of the estimated trajectory coe�cients. Al-
though the sociodemographic variables that characterize the workers of this
institution were not available (such as gender, age and educational stage),
which might be seen as a limitation, the results obtained are considered
easily interpretable, very useful and interesting, for the occupational health
specialists.
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Abstract

Over the last decades, linear models have been widely studied by the sci-
enti�c community as an important tool of statistical modelling in a great
variety of phenomena. However, in many situations the data are grouped
according to one or more factors, so the introduction of random e�ects is
required in order to consider the correlation between observations from the
same individual, in which case linear mixed models are used. Additionally,
it is often observed that the data arise from a heterogeneous population,
which gives rise to situations where the estimation of a single linear model is
not su�cient. Therefore, it is necessary to use models that incorporate this
unobserved heterogeneity, as is the case of �nite mixture models. As a result,
in regression analysis, it has been a popular practice to model unobserved
population heterogeneity through �nite mixtures of regression models. Thus,
�nite mixtures of linear mixed models have been applied in di�erent areas of
application since they conveniently allow to account for correlations between
observations from the same individual and to model unobserved heterogene-
ity between individuals at the same time (see [1] and [4]). Assessing the
number of components in mixture models has long been considered as an
important research problem which has not yet been resolved. There is wide
variety of literature available on the performance of model selection statis-
tics for assessing the number of components in mixture models (see [2] and
[5]). In this work we investigate the problem of selecting the number of com-
ponents in mixtures of linear mixed models, analysing the performance of
di�erent information criteria in model selection. Nonetheless, the traditional
information criteria are sensitive to outliers so the presence of a single outlier
may cause the estimated number of components to change [3]. In order to
overcome this problem, we study a robust estimation of the number of com-
ponents for mixtures of linear mixed models, based on trimmed maximum
likelihood estimates, and compare the performance of the trimmed informa-
tion criteria to the performance of the traditional information criteria. To
evaluate the methodologies studied, we carry out a simulation study and we
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illustrate these methodologies using a real data set of the Panel Study of
Income Dynamics (PSID) in order to identify the most suitable mixture to
model the income of a set of individuals belonging to the study. The ob-
tained results demonstrate that the criteria HQIC, AIC4 and aBIC are the
best options to assess the number of components in mixtures of linear mixed
models.

Keywords: �nite mixtures of linear mixed models, model selection, infor-
mation criteria, trimmed information criteria, robustness, simulation study.
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Abstract

Assuming that the null hypothesis H0 is true the p-value is and observation
of a standard uniform random variable. In meta analysis the synthesis of the
results of k independent tests H0 vs. H1 is often performed using a combined
p-value to test the overall hypothesis H∗0 : H0,i is true for all i = 1, ...k vs. H∗1 :
there exists at least one j ∈ {1, ..., k} for which H1,j is true. The classical
theory of combined p-values assumes uniformity, cf. Pestana [1], the most
popular test using Fisher's test statistic T = −2

∑k
j=1 ln(Pj) ⌢ χ2

2k. As
statistical tests are mainly used to reject the null hypothesis, assuming the
validity ofH∗0 is farfetched, and this led Tsui and Weerahandi [2] to introduce
the concept of generalized p-values, cf. also Weerahandi [3]. However, even
in the very unlikely situation of the H0,j being true ∀j ∈ {1, ..., k} two other
reasons can disrupt the classical theory of combined p-values:

1. It is unlikely that non signi�cative p-values had been published, since
those are traditionally viewed as weak results, not contributing to the
advance of knowledge. This �le drawer problem is recognized as an im-
portant source of error in meta analysis;

2. Some of the p-values are not from an uniform population, even although
H0 is true. This occurs in particular when the result of a �rst experi-
ment doesn't �t the experimenter interests, and a second experimenter
is performed and the �best" p-value is reported. This is in fact what we
call a fake p-value, that being the observed value of the minimum of two
standard uniform observations, comes from a Beta(1, 2) population (or
from a Beta(2, 1), if the experimenter reports the maximum). This mal-
practice has been presumably done by Mendel, cf. Pires and Branco [4]
explanation of the Mendel�Fisher controversy.
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If there is a proportion m/2 of fake p-values in a sequence p = {p1, ..., pk} of
reported p-values, the appropriate model is a combination of uniform (with
weight 1 − m/2) and Beta(1, 2) (or Beta(2, 1)), with probability density
function

fP (x) =
(
mx+ 1− m

2

)
I
(0,1)(x).

We denote this by P ⌢ Mendel(m), where m ∈ [−2, 2], the extreme cases
being the Beta(1, 2) and the Beta(2, 1), and the central case m = 0 the
standard uniform U ⌢ Uniform(0, 1). On the other hand, a uniformity
test H0: m = 0 vs. H1: m ̸= 0 may allow us to deal with a combined p-
value "as if" no fake p-values exist in the sequence p. But in many practical
situations the sample size k is very small, and the test power very tiny.
Deng and George [5] presented an interesting characterization of the standard
uniform: Let X and Y be independent random variables with support S =

[0, 1]. V = min
(
X
Y , 1−X1−Y

)
is uniform and independent of Y if and only if

X ⌢ Uniform(0, 1). Brilhante et al. [6] extended this result, showing that

if X ⌢ Mendel(m) then V = min
(
X
Y , 1−X1−Y

)
⌢ Mendel ([2E[Y ]− 1]m).

This result is useful for computationally augmenting the sample p, with
v = {v1, ..., vk}, using Y with E[Y ] ≈ 1. As if m = 0 the sample (p,v) will
be uniform with size 2k, but if m ̸= 0 it will be approximately Mendel(m)
and, as we shall show, this increasesthe power of the test (the same happening
with the Fisher's χ2

4k test on the combined p-value). Independence vs. Mendel
auto-regressive dependence is also discussed.

Keywords: combined p-values, fake p-values, uniformity, independence.
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Abstract

Scheduling is a classic combinatorial problem much studied by researchers
in Operational Research (OR) [1], in areas such as production planning,
telecommunications, logistics, and computer control [2]. Since the early 1950's
it has received much attention from OR practitioners, management scientists,
production and operations research workers, as well as mathematicians since
the early 1950s [3]. Scheduling problems can be de�ned as the allocation of
resources to perform a set of tasks over a period of time, to optimize some
or several performance measures [4,5]. The resources and tasks in an organi-
zation may be, for example, machines in a workshop, runways at an airport,
while tasks may be, for example, operations in a production process, take-o�s
and landings at an airport [6]. In in this paper the real case of a Portuguese
automobile �rm is addressed. The �rm intends the improve costumer satis-
faction by minimizing the waiting times of the customers in relation to the
vehicles that enter their repair shop, from the moment they arrive until they
are delivered to their customers. The central focus of this study is on me-
chanical repair. The process that each vehicle goes in the repair shop starts
by the opening of a repair order form, indicating the necessary mechanical
repairs to be performed. Next the manager assigns the repair taks to one of
the 8 mechanics available in this repair shop. We intend to develop a mathe-
matical model that, through the data provided by the �rm, can best schedule
repairs, taking into account the mechanics available, the resources available,
the interventions that need to be carried out and the time these interventions
take. Speci�cally, we develop a Mixed Integer Linear Programming (MILP).
This technique has been widely used in scheduling problems, due to its rig-
orousness, �exibility and extensive modeling ability. Furthermore it has been
employed in a wide variety of real-world problems [7]. With the provision of
data by the �rm, with information regarding repairs made during a year, the
times of these repairs, among others. From this data set, a small subset of
10 cars was analyzed, with the purpose of elaborating the scheduling of the
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same. For this, the AMPL modeling language was used to model the prob-
lem, and numerical results were obtained using Gurobi solver. This subset of
data was tested for the minimization of Tardiness and starting time. From
the results obtained, and taking into account the interventions performed in
these vehicles (some with joint interventions), the mechanics available and
the time of each intervention, it was concluded that scheduling the necessary
repairs allowed a part of these vehicles to be delivered on the day of your
entry. Only 8 of the 10 vehicles were repaired from immediately upon ar-
rival, this being due to the existence of only 8 mechanics in the repair o�ce.
The sequencing of the interventions is respected, there being no overlap of
interventions and mechanics, however, there were times when some vehicles
were stopped, making the satisfaction of the clients and the maximization of
the human resources were not satis�ed.

Keywords: shceduling, mathematical programming, MILP.
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Abstract

The risk of a big loss that occurs rarely is a primordial parameter of ex-
treme events. A possible and common indicator of such a risk is the value-
at-risk (VaR), i.e. the size of the loss that occurred with a small probability,
q. For any unknown cumulative distribution function F underlying a pos-
sibly weakly dependent and stationary available sample, and denoting by
F←(y) := inf {x : F (x) ≥ y} the generalized inverse function of F , we are
thus dealing with a (high) quantile, χ1−q ≡ VaRq := F←(1− q). With n de-
noting the size of the available sample, we often have nq ≤ 1, and this justi�es
theoretically the assumption that q = qn → 0, as n → ∞. We thus want to
extrapolate beyond the sample, being then in the area of statistical extreme
value theory (EVT). Since in real applications in the areas of biostatistics,
�nance, insurance and statistical quality control, among others, one often
encounters heavy right-tails, we shall assume that, for some ξ > 0, the right-
tail function (RTF) satis�es the condition F (x) := 1 − F (x) ∼ c x−1/ξ, as
x → ∞, for some positive constant c, where the notation a(y) ∼ b(y) means
that a(y)/b(y) → 1, as y → ∞. The parameter ξ is a positive version of the
general extreme value index (EVI), the primary parameter of extreme (and
large) events. For heavy right-tailed or Paretian-type models, and with Q
standing for quantile, Weissman ([1]) proposed the following semi-parametric
VaR-estimator,

Q
(q)

ξ̂
(k) := Xn−k:n (k/(nq))

ξ̂ =: Xn−k:n rξ̂n, rn ≡ rn(k; q) = k/(nq),
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where Xn−k:n is the (k + 1)-th upper order statistic and ξ̂ is any consistent
estimator for ξ. This is obviously an asymptotic estimator, in the sense that it
provides useful estimates when the sample size n is high. For heavy RTFs, the
classical EVI-estimator, usually the one which is used for a semi-parametric
quantile estimation, is the Hill estimator ξ̂ = ξ̂(k) =: H(k) ([2]), the average
of the log-excesses, Vik := ln(Xn−i+1:n/Xn−k:n) =: lnUik, 1 ≤ i ≤ k < n.
Since the Hill estimator is the logarithm of the geometric mean (or mean-of-
order-0) of Uik, Brilhante et al. ([3]) considered as basic statistics the Hölder's
mean-of-order-p (MOp) of Uik, 1 ≤ i ≤ k, p ∈ R+

0 . More generally, Caeiro et

al. ([4]) worked with p ∈ R and a class of MOp EVI-estimators, Hp(k), which
can be used for the VaRq-estimator, through the class Q(q)

Hp
(k). The MOp

EVI-estimators can often have a high asymptotic bias, and bias reduction
has recently been a vivid topic of research in the area of statistical EVT.
On the basis of partially reduced-bias ([5]) and reduced-bias ([6]) Hp EVI-
estimators, respectively denoted by PRBp(k) and CHp(k), it is thus sensible
to work with Q(q)

PRBp
(k) (already considered in [7]) and with the new VaRq-

estimators Q(q)
CHp

(k). After a brief reference to the asymptotic properties of
these new VaR-estimators, we proceed to an overall comparison of VaR-
estimators, through Monte-Carlo simulation techniques.

Keywords: heavy right-tails, Bias reduction, Monte-Carlo simulation, semi-
parametric estimation, statistics of extremes, value-at-risk estimation.
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Abstract

The principal aim of the present work is to study a stochastic di�usion pro-
cess based on the Brody curve ([1], [2]). Such a process can be considered as
an extension of the nonhomogeneous lognormal di�usion process [3]. From
the corresponding Ito's stochastic di�erential equation (SDE), �rstly we es-
tablish the probabilistic characteristics of the studied process, such as the
solution to the SDE, the probability transition density function and their
distribution, the moments function in particular the conditional and un-
conditional trend functions. Secondly, we treat the parameters estimation
problem by using the maximum likelihood method in basis of the discrete
sampling, thus we obtain non-linear equations that can be solved by numer-
ical methods.

Keywords: di�usion process, Brody curve, stochastic di�erential equation,
maximum likelihood estimation.
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Abstract

Constructs, also called latent variables, are unobserved variables. For this
reason, it is di�cult to measure directly. So, those latent variables can be
measured indirectly, and need to be estimated through other observed vari-
ables, called indicators. To obtain more information about how to measure
these unobserved variables, this work becomes an example on developing
a theoretical and empirical validation process. The criteria for the valida-
tion process is unique to each individual model and research context. After
the theoretical de�nition of each individual construct and the relationship
between those, in terms of structural equation modeling (SEM) practical ap-
plication, especially in the �eld of Marketing, becomes necessary to develop
a process of empirical validation. SEM is a technique used in the statistical
analysis �eld. There are two di�erent kinds of SEM techniques: i) based on co-
variance, called Covariance-Based SEM (CB-SEM), or ii) performed through
partial least squares path analysis, called Partial Least Square - Structural
Equation Model (PLS - SEM) [4]. These two techniques are applied in dif-
ferent contexts and with di�erent requirements. Furthermore, these tech-
niques also have already been considered as complementary techniques. The
Covariance-Based SEM technique (CB-SEM) is usually applied to re�exive
constructs because it requires a high covariation. In turn, PLS is a non-
parametric technique that aims to predict and develop the theory [2] despite
the di�culty of controlling predictive e�cacy. As an example, the structural
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and measurement model were presented too. As a formative construct, the
indicators were called items of the construct. They can be in di�erent con-
ceptual dimensions and, together, form the theoretical concept. They were
also associated with the causes of the construct. For the re�exive construct,
the indicators were considered scales of the construct, and re�ected on the
conceptual dimension. It was associated with an e�ect of the construct [1].
In a practical application, the aim of the work is to present a statistical vali-
dation process of SEM, namely a Partial Least Square - Structural Equation
Model (PLS-SEM) applied on the Breastfeeding Behavioral Intention Model
(BBIM) [5]. The data analysis was supported by SPSS software, version 19.0
[4] for Windows, and by SmartPLS 2.0 software [5]. All statistic results were
validated also. And the results showed a path to help mothers decide about
breastfeeding.

Keywords: PLS-SEM, CB-SEM, breastfeeding behavioural intention model,
SmartPLS 2.0, SPSS.
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Abstract

The aim of this work is to present and study an optimal control problem for a
non autonomous SIR (susceptible-infected-recovered) epidemic model for the
propagation of the Ebola virus. We consider a controlled SIR epidemic model
where the control means the vaccination of the susceptible individuals and
the treatment of infectious elements of the population. Numerical simulations
are provided for both non controlled and controlled models. Also a graphical
description of the optimal control is provided.

Keywords: biomathematics, optimal control, numerical simulation, epidemic
model, Ebola outbreak.
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Abstract

In this work we describe and characterize students' allocation satisfaction in
the Portuguese public higher education system through the students' point
of view, namely in the academic engineering programs, extending previous
studies of the author's team. We compare the demand satisfaction index,
which is the ratio provided by the Portuguese Education Ministry (esti-
mated via the institutions' point of view) with the ratio we propose, called
applicants' satisfaction index. The data used in this paper covers the years
2016 and 2017, and was provided by the Portuguese Education Ministry.
Mann-Whitney and Kruskal-Wallis tests were performed in order to assess if
there are signi�cant di�erences between the tendencies of the results found
for the other periods studied.

Keywords: students satisfaction index, applicants satisfaction index, higher
education, hypothesis tests, non-parametric tests.
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Abstract

In this presentation we will discuss the relationship between moments and
comulants. It will be shown that the importance given to comulants is due
to the fact of many properties of random variables can be better represented
by comulants than by moments. It will also be presented di�erent ways of
understanding cumulants, showing their algebraic properties. Finally some
examples of applications with comulants will be introduced.

Keywords: central moments, cumulants, cumulant generating function, mo-
ments.
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Abstract

The problematic explored in this paper is the role of the innovation in the
economic performance of �rms. Portugal is considered a moderate innovator
[1] and innovation is fundamental to change the pro�le of its competitiveness
[2, 3], since it is widely recognized as the business strategy that drives �rms
to perform better and to explore more economic opportunities. The litera-
ture deals extensively with the relationship between innovation and economic
performance of �rms [4, 5, 6, 7], nevertheless there are few studies that ad-
dress this relationship in a multidimensional way, highlighting the existent
di�erent complementarities and their role in the corresponding economic
performances. On the other hand, �rms have di�erent possibilities regarding
the competition type that they preferentially adopt in the markets [8, 9],
which means that their choices a�ect their economic performance. This pa-
per has two main objectives. The �rst is to analyse this general relationship
through a multidimensional approach to the problem � the relationship be-
tween di�erent innovation types (product, process and organizational) and
di�erent manifestations of business economic performance (sales, orders and
exports) are analysed. The second, consists of testing this relationship dif-
ferencing �rms by the competition type that they preferentially use (price-
cost or quality-innovation). Data were collected using a survey conducted
in late 2010 and early 2011 to �rms with at least 5% of turnover growth.
A sample of 317 Portuguese SME, strati�ed by �ve levels of technologi-
cal intensity and by three regions was used. The main descriptive statistics
were calculated and a statistical model was constructed and tested using
two ordinal regression models. Two clear results were obtained through the
developed analysis. First, innovation assumes multiple typologies that, when
combined, have positive impacts on the multiple dimensions of business per-
formance. Second, this result is also con�rmed taking the options of business
competition into account. If these arguments are both useful then innova-
tion must be analysed in academic, business and public policy terms, in a
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multidimensional and path dependent way, understanding and strategically
considering its various complementarities. From this point of view, concep-
tually, the main contribution of this work is to suggest that innovation is a
complex process where the indeterminate nature of its results should not be
confused with the nature of the rationality of the processes associated with
its design and implementation. As it was not possible to include marketing
innovations in this research, this might be seen as a limitation, since their
inclusion would certainly make the results more general. Regarding future
research, beyond the attempt to include marketing innovations, there are
two promising lines of research, both theoretically and empirically. First,
it would be important to relate these results to some determinant aspects
of innovation as a dynamic process. Second, it would be important to test
whether the di�erent innovation typologies have positive impacts on other
indirect dimensions associated with the �rm's economic performance. Con-
�rming these hypotheses, it might be suggested that the innovation process
and its impacts on �rm's economic performance should be understood as an
evolutionary process along an innovation trajectory.

Keywords: �rm performance, innovation types, ordinal regression model,
Portugal.
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Abstract

The main mechanism for detecting malicious code and malicious attacks is to
determine whether a suspicious code belongs to a cluster of previously stored
codes. In this case, either clusters of benign and malignant codes, or only
malignant ones, can be used [1]. The quality of clustering and, accordingly,
the reliability of detection depends on both the models of the programs,
which determine the clusters content, and distance-similarity metrics used
between clusters and cluster elements. We will consider the program models
which are de�ned on the dynamic trace of system calls or instructions. The
drawback of statistical based program models used for the malicious codes
detection is that benign labels (from the machine learning point of view) are
usually more imprecise than malware labels, in sense that a new applications
that is originally labeled benign might later have its label changed to mal-
ware, that is we can never be certain that a benign application is either really
benign or just this is an undetected malware. The presentation discusses the
possibility of sharing two classes of approaches to the detection of malicious
code, methodologically free of such uncertainty in the problem space, which
are based on the representation of the execution traces of programs by both
Markov Chains (MC) and Hidden Markov Models [2,3], and using di�er-
ent metrics of the distance between the traces and their clusters, namely,
Edit (Levenshtein) Distance, that is the minimal number of edit operations
(delete, insert and substitute of a single symbol) required to convert one of
compared sequence to the other( for clusters of ordered sets ,e.g., strings of
symbols), and Jaccard distance for non-ordering elements of clusters (e.g.,
just a heap of the system calls) [1,4]. The goal is to suggest some concep-
tual models enabling to connect the distance metrics with some parameters
of the Markov models representing these traces. The models are analyzed
from the point of view of their applicability to problems of classi�cation of
sets, compatibility and computational complexity. As for MC based model,
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the calls trace can be represented with a MC structure with corresponding
transition probability matrix (including, depending on the used model of
malicious code generation, there may be a MC with two absorbing states
[3]) such that each distinct system call corresponds to one unique state of
the MC, and the transition matrix depends on the system calls parameters
random updating. In the framework of HMM model (S, O, A, B, π), the
system call sequences are compared to the observed sequences O will be ei-
ther normal or a malicious attack, where S = (Normal, Attack, Intrusion)
is the state space, represents that the system call sequence has the follow-
ing three states, Normal (N), Attack (A) (that indicates an attack activity),
Intrusion (I) state indicates that an attack corrupted the normal behavior.
It is important that we investigate this approach in conjunction with the
handling of parameters and with a clustering of system calls based on such
parameters, and we show for these Markov approaches how to connect the
state transition over all trace with similarity metrics which are used widely
for semantic analysis, taking into account also our recent result regarding
the relationship between di�erent sets similarity metrics [4].

Keywords: distance metrics, Markov models, malware detection.
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A scatter search algorithm for the uncapacitated
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Abstract

Facility Location Problems are widely studied problems in the literature with
several practical applications, reaching areas such as telecommunications, de-
sign of a supply chain management, transport utilities and water distribution
networks. A well-known variant of this problem is the Uncapacitated Facility
Location Problem (UFLP). This problem can be formulated as:

Minimize
m∑
i=1

n∑
j=1

Cijxij +
m∑
i=1

Fiyi

s.t.
m∑
i=1

xij = 1, ∀j = 1, . . . , n

xij ≤ yi, ∀j = 1, . . . , n, ∀i = 1, . . . ,m

xij ≥ 0, ∀j = 1, . . . , n, ∀i = 1, . . . ,m

yi ∈ {0, 1}, ∀i = 1, . . . ,m

Where m represents the number of possible locations to open a facility and n
the number of costumers to be served. Fi indicates the �xed cost for opening
a facility at location i. Cij represents the unit shipment cost between a
facility i and a costumer j. The continuous variable xij represents the amount
sent from facility i to costumer j and yi indicates if facility i is open (or
not). The objective is to locate a set of facilities in such way that the total
sum of the costs for opening those facilities and the transportation costs
for serving all costumers is minimized. The UFLP problem has been widely
studied for the past 50 years with the development of exact and heuristics
methods [4�7] and numerous surveys [1�3]. We propose a Scatter Search (SS)
procedure to solve e�ectively the UFLP. The general procedure starts with
a set of initial solutions (seeds). Then the algorithm tries to produce a large
number of random solutions with di�erent characteristics from the seeds
(diversi�cation generation method). A local search procedure (improvement
method) is applied to each of the solutions (and seeds) to improve them.
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These improved solutions (and seeds) form the population. Then, a small
size population (reference set) consisting of elite and diversi�ed solutions (to
force diversity) is obtained (forming the reference set update method). A
subset of solutions is de�ned (subset generation method) and combined with
solutions (usually in pairs) of that smaller population (combination method),
obtaining new solutions that are improved (improvement method) again and
then considered to enter the reference set (reference set update method).
The process is repeated until some termination criteria are achieved. The
performance of the proposed algorithm was tested on well-known benchmark
producing extremely competitive results.

Keywords: UFLP, scatter search, metaheuristics, facility location problem.
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Abstract

We numerically investigate solutions of neural �eld equation, a nonlocal dif-
ferential equation used to describe the large-scale spatio-temporal dynamics
of neuronal populations [1]. This class of equations has been successfully
used in the past as a mathematical framework for modeling a wide range of
neurobiological phenomena, including multi-item working memory [2], which
involves holding and processing of information on the time scale of seconds.
Neural �elds can exhibit a variety of spatiotemporal dynamics, for a recent
review of neural �eld models and their solutions we refer the reader to [3]. For
a working memory application of the neural �eld model, we are concerned
with stationary, i.e., time�independent, localized solutions (bumps), that
are initially triggered by brief sensory inputs and subsequently become self-
sustained by recurrent interactions within the population of neurons [3,4].
In the original work of Amari, this inter-neuron connectivity function has
a Mexican hat shape, with local excitation and distal inhibition, mimicking
the interaction of excitatory and inhibitory neural sub-populations [1]. He
proved the existence and stability of 1-bump solutions in this case. However,
the Mexican hat connectivity does not generally support a stable pattern of
two or more regions of high excitation. To allow such multi-bump solutions,
a special class of oscillatory coupling functions was introduced by Laing et al.
[2]. In [4], a speci�c version of this class of couplings was proposed, with an
additional parameter α controlling the distance between consecutive zeros of
the function. This parameter determines the spatial ranges of excitation and
inhibition within the �eld, and consequently the shape of bump solutions. It
therefore allows to control the maximum number of bumps that may exist
in a �eld of a given �nite length. With a working memory application of the
dynamic �eld model in mind, it is important to understand how the shape
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and spatial extension of multi-bump solutions change as the parameters of
the �eld are varied. An important technique for investigating solutions of
di�erential equations is numerical continuation. It involves �nding solutions
of interest, determining their stability and following them as parameters are
changed. Here, we use pseudo-arclength continuation to �nd and follow so-
lutions of neural �eld equations, based on the strategy outlined in [5]. More
precisely, we carry out the bifurcation analysis using Fourier series, treating
α as a bifurcation parameter, which complements the work in [4]. We show
that for a speci�c choice of resting state, the width of both stable and un-
stable bump solutions decreases signi�cantly when parameter α is increased.
We then extend our numerical investigation to N-bump solutions showing
that similar relationship between the excitation length and α also holds for
solutions with two or more regions of high activation. Importantly from an
application point of view, we investigate how the maximum number of bumps
in a given �nite interval is a�ected by changes in α.

Keywords: integro-di�erential equation, neural �eld, working memory, nu-
merical continuation.
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Abstract

E�cient management of water resources, in both rural and urban areas,
requires a full understanding of existing patterns of water use. Water de-
mand management has been mainly focused on meeting agriculture water
demand, whereas domestic water demand is largely ignored, and household
water consumption has not been thoroughly researched in the majority of the
countries. The World Health Organization (WHO) de�ned domestic water
as water used for all domestic purposes including consumption, bathing and
food preparation [1], [5]. Information regarding domestic water consumption
is vital but is still lacking. The success of domestic water demand manage-
ment strategies depends on identifying the determinants, and their interac-
tion, that in�uence water consumption at a household scale [3]. This paper
presents an empirical analysis of domestic water consumption and factors
in�uencing water consumption in Vila Real County, in Northern Portugal.
Through a �eld survey, the data were collected from December 2016 to Jan-
uary 2017 from 245 urban and rural households in 20 parishes of Vila Real
County, and determinants in�uencing domestic water consumption are stud-
ied. Data analysis was performed by descriptive statistics, non-parametric
tests and ordinal regression, namely by comparing the two groups (urban
and rural households) [2], [4].

Keywords: survey, domestic water consumption, non-parametric tests anal-
ysis, ordinal regression.
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Abstract

A new way of simulating �re variation and analyze the population viability,
under a caribou population model, to determine what is the probability and
how quickly the population can go extinct within the next years [3]. Fires
that consume large areas of forest, a�ect Caribou populations [2], since for
survival they depend on lichens, which are found in greatest abundance in
old growth forests. In this context and due to its extension of damage it is
crucial to improve �re prevention and detection models. This project aims
to improve the existing Landscape Fire model, see Cumming, S. (2017) [1],
parameterized from data, that changes the forest age structure, by including
inter-annual variation in the �re regime in each year.

Keywords: landscape �re model, negative binomial count model, spatial
simulation, wild�re.
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Abstract

Models with orthogonal block structure, introduced by [4], are linear mixed
models whose variance-covariance matrix is a linear combination of known
pairwise orthogonal orthogonal projection matrices that add up to the iden-
tity matrix. Imposing a commutativity condition on them, we get models
with commutative orthogonal block structure, COBS. COBS are such that
the least square estimators, LSE, are the best linear unbiased estimators,
BLUE, whatever the variance components. Resorting to the algebraic struc-
ture of COBS, we study the possibility of achieving COBS from the extension
of a balanced mixed model.

Keywords: models with commutative orthogonal block structure, Jordan
algebra, balanced mixed models, B-matrices.

Acknowledgements

This work was partially supported by national founds of FCT-Foundation for
Science and Technology under UID-MAT-00297-2013 and UID-MAT-00212-
2013.

References

[1] Nelder, J.A., (1965) The analysis of randomized experiments with orthogonal block
structure I, Block structure and the null analysis of variance, Proceedings of the Royal
Society, Series A 283, pp. 147�162.

[2] Nelder, J.A., (1965) The analysis of randomized experiments with orthogonal block
structure II, Treatment structure and the general analysis of variance, Proceedings
of the Royal Society, Series A 283, pp. 163�178.



Contributed Posters 95

[3] Santos, C., Nunes, C., Dias, C. and Mexia, J.T., (2017) Joining models with com-
mutative orthogonal block structure, Linear Algebra and its Applications, 517, pp.
235�245.

[4] Seely, J., (1970) Quadratic subspaces and completeness, Ann. Math. Statist., 42, pp.
710�721.

[5] Zmy±lony, R., (1978) A characterization of best linear unbiased estimators in the
general linear model, Mathematical Statistics and Probability Theory, 2, pp. 365�
373.



96 Contributed Posters

Completing a random e�ects model for an
imbedded linear regression

Carla Santos1,2, Cristina Dias1,3, Célia Nunes4 and João T. Mexia1,5

1CMA -Center of Mathematics and its Applications, New University of Lisbon, Portugal
2Department of Mathematics and Physical Sciences, Polytechnic Institute of Beja,

Portugal
3College of Technology and Management, Polytechnic Institute of Portalegre, Portugal

4Department of Mathematics and Center of Mathematics and Applications, University of
Beira Interior, Portugal

5Department of Mathematics, New University of Lisbon, Portugal

E-mail: carla.santos@ipbeja.pt

Abstract

To test the main e�ects and interactions in a random e�ects model with
u factors we consider an orthogonal partition in subspaces associated with
the sets of factors. Availing ourselves of the much larger dimension of one of
the subspaces in the orthogonal partition we enrich the model. Through the
example presented it is possible to see the advantage of the proposed model.

Keywords: factor crossing, linear regressions, orthogonal partition.
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Abstract

In this work we study structured families of models, whose matrices corre-
spond to the treatments of a base design, see [3]. We also consider families of
models divided into subfamilies that correspond to these treatments. Since
the matrices have all the same order, we are in the balanced case where we
have the same number of degrees of freedom for the error for each treat-
ment. The ANOVA and related techniques are, in the balanced case, robust
techniques for the case of heteroscedasticity and even more for the case of
non-normality, see [4] and [2]. We are mainly interested in basic models with
orthogonal structure. We present this structure and show how to apply these
models in the study of structured families.

Keywords: ANOVA, symmetric matrices, ortogonal structure, base design.
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Abstract

In this paper we have studied non-stationary extreme values. In the tradi-
tional case, we have often focused on the independent and identically dis-
tributed variables (i.i.d.). This hypothesis is an unavoidable imposition in
several �elds of applications, for that it is advisable to replace it by a cer-
tain form of dependence, for example by introducing the notion of trend by
considering the position parameter µ(t) = β0 + β1t and the scale parameter
log(σ) = β0 + β1t as functions of time t or a stochastic trend by considering
that innovations are a random walk process. Some model of non-stationary
extreme values have been tried on a series of the annual minimum price of
Algerian oil (1973-2014), using methods of time series (Dicky Fuller tests) in
order to make the series stationary. Once our series became stationary, we
estimated the parameters of the generalized extreme values law (GEV) by
the method of maximum likelihood (ML) and calculated levels of returns for
some periods; as an example, we will have to wait about 100 years to see a
monthly oil price of $29.80 / barrel (that is, we have a probability of 0.01 to
have an oil catch of $29.80 each year).

Keywords: non-stationary series, generalized extreme values law (GEV),
trend, maximum likelihood, level/return time.
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Abstract

There is a large amount of on-going research that aims at developing nanocom-
posites materials for various industrial applications on di�erent sectors, such
as, automotive, electronics, food packaging, biotechnology, and biomedical.
Several studies have shown that the addition until to 5% in weight of layered
silicates can lead to a signi�cant enhancement in sti�ness and strength [1],
�ame retardancy [2], gas barrier properties [3], ionic conductivity [4], electri-
cal properties [5], thermal stability [6], and biodegradability [7]. The charac-
teristics required for this type of materials are usually obtained in polar ma-
trices. However, it has proven to be a challenge in nonpolar matrices. In the
case of polymer blends as a polar polyamide (PA) and a nonpolar polypropy-
lene (PP), a compatibilizer must be introduced to improve the interactions
between them [1, 8, 9]. Very often, a polyole�n grafted with maleic anhydride
is used, leading to good interfacial properties of immiscible polymer pairs
with a large decrease of the interfacial tension between the blend components
and decreases in the coalescence of the dispersed phase [1, 8]. In order to
reach those properties, layered silicates organophilic modi�ed as alternative
compatibilizer were used due to its lightweight, economic competitiveness,
and wide availability. The present work aims at comparing the e�ciency of
two of these organoclays (C15A and C30B) in a PA6/PP polymeric blend as
compatibilizer. PA/PP (70/30) nanocomposite was prepared successfully by
melt processing technique using a twin-screw extruder with Cloisite 15A and
C30B modi�ed nanoclays having good diversity of CEC capacity, hydropho-
bicity, d-spacing, and dispersion capability [9]. Morphological analysis by
Rheology, X-ray di�raction (XRD), Scanning Electronic Microscopy (SEM)
and Transmission Electron Microscopy (TEM) revealed a good a�nity of
organophilic clays, C15A and C30B, with PA6/PP blend, even without the
compatibilizer PP-g-MA, the uncompatibilized blend. In order to analyze the
existence of di�erences between uncompatibilized and compatibilized poly-
mer blend, when organoclays are added, the Kruskal-Wallis test. The use
of this non-parametric alternative of the one-way ANOVA (analysis of vari-
ance technique), which is usually considered as ANOVA on ranks, over the
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parametric ANOVA is justi�ed by the small number of observations that is
possible to obtain from the experimental test.

Keywords: blend nanocomposites, organoclays, compatibilization, Kruskal-
Wallis test.
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Abstract

Generalized linear mixed models (GLMMs) are used in situations where a
nonnormal response is related to a set of predictors and the responses are cor-
related [1]. These models are useful for accommodating the overdispersion in
Poisson regression models with random e�ects. The main di�culty of these
models is the estimation of their parameters [2] and although this di�culty
has to a large extent been overcome, there are still many unresolved prob-
lems. For example, analytical formulas for standard errors and con�dence
intervals for random e�ects are often not available. In this work, we consider
both parametric and nonparametric bootstrap methods [3] for assessing the
signi�cance of variance components associated to the random e�ects in the
context of poisson mixed models. Bootstrap methods are applied to both
simulated and real data set consisting of 7 years of dengue incidence in the
State of Goiás, Brazil. The results indicated that the coverage probabilities
were above 90%, when the resampling process at the factor's level analy-
sis under involves about 50% of the original data. The discussed bootstrap
procedures prove to be an useful tool for the analysis of the signi�cance of
random e�ects in the context of poisson mixed models.

Keywords: bootstrap, poisson mixed models, simulation study, variance
components.
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Abstract

Three-dimensional numerical simulations of non-Newtonian �uid �ows are
a challenging problem due to the particularities of the involved di�eren-
tial equations leading to a high computational e�ort in obtaining numeri-
cal solutions, which in many relevant situations becomes infeasible. Several
models has been developed along the years to simulate the behavior of non-
Newtonian �uids together with many di�erent numerical methods. In this
work we use a one-dimensional hierarchical approach to a proposed gen-
eralized third-grade �uid with shear-dependent viscoelastic e�ects model.
This approach is based on the Cosserat theory related to �uid dynamics and
we consider the particular case of �ow through a straight and rigid tube
with constant circular cross-section. With this approach, we manage to ob-
tain results for the wall shear stress and mean pressure gradient of a real
three-dimensional �ow by reducing the exact three-dimensional system to
an ordinary di�erential equation. This one-dimensional system is obtained
by integrating the linear momentum equation over the constant cross-section
of the tube, taking a velocity �eld approximation provided by the Cosserat
theory. From this reduced system, we obtain the unsteady equations for the
wall shear stress and mean pressure gradient depending on the volume �ow
rate, Womersley number, viscoelastic coe�cients and the �ow index over a
�nite section of the tube geometry. Attention is focused on some numerical
simulations for constant and non-constant mean pressure gradient using a
Runge-Kutta method.

Keywords: one-dimensional model, generalized third-grade model, shear-
thickening �uid, shear-thinning �uid, cosserat theory.
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Abstract

The large and small-scale variation of a spatio-temporal stochastic process
can be separately estimated by using a two-stepwise approach. Firstly, a gen-
eralized linear model (GLM) is adopted, regarding the data distribution to
approximate the trend and seasonality, by relaxing the assumption of non-
correlated errors. This procedure provides point estimates of the regression
parameters, specifying the large-scale variation. Secondly, the small-scale
variation, imposed by the underlying dependence of the stationary residual,
is estimated through a spatio-temporal variogram, such as the sum-metric
model which accounts for the space-time interaction [1]. As a consequence of
the assumption of independence of the residuals, the maximum likelihood es-
timates (MLEs) for the regression parameters usually give us over-optimistic
standard errors [2] and, consequently, not enable us to identify whether an
independent variable have or not a signi�cant contribution into the response
variable. Moreover, the common methods used to obtain the parameters'
estimates of the spatio-temporal variogram (e.g. spatial, temporal and joint
variances or ranges) do not provide the standard errors associated. To over-
come these drawbacks, bootstrap approaches are integrated into the estima-
tion of the large and small-scale variation components. This work aims to
compare parametric and non-parametric bootstrap methods and to propose
alternatives to assess the accuracy of estimates associated to the parameters
of the large and small-scale variations. The parametric bootstrap approach
considers replicates, drawn from a multivariate normal distribution, with ex-
pectation de�ned by the trend model and covariance matrix obtained from
the sum-metric variogram. This parametric method may be used to analyse
the signi�cance of the parameters in the large-scale variation component. In
this study the following independent variables were considered: location of
the monitoring station (longitude and latitude); week reference (1 up to 212);
type of site (background, industrial or tra�c) and the type of environment
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(urban, suburban or rural). To model the seasonality of data, we used an har-
monic regression, assuming a period equal to 52-week. The non-parametric
bootstrap approaches are based on moving block and random block bootstrap
methods, two di�erent ways of drawing the dependent time series observa-
tions, when taking �xed data in space dimension. As in environmental sci-
ences, typically, the spatial resolution, de�ned by the monitoring stations,
is smaller than the time resolution, these sequential time blocks procedures
may prove to be useful. For both methods, in this work, the overlapping of
blocks in the time dimension is considered. The main idea of the moving block
bootstrap consists of dividing the temporal data, X1, ..., XT into blocks of
consecutive observations of length l. Each new block slides δ time units, al-
lowing for a total of k+1 blocks, de�ned as (X1, . . . , Xl), (X1+δ, . . . , Xl+δ),
. . . , (X1+kδ, . . . , Xl+kδ), such that l + k ∗ δ ≤ T . Under the random block

bootstrap, replicates are de�ned by M blocks of consecutive observations
with the same length l randomly selected from the start time between 1 and
T − l+1 [3]. The weekly average of the NO2 between 1 January 2013 and 31
December 2016, from 50 monitoring stations located on Mainland of Portu-
gal, are used to illustrate the di�erences among bootstrap methods. The NO2

is a good marker for the exposure of the air quality and is among the main
pollutants with signi�cant impact on environmental and health problems.
Results reveal that the bootstrap approaches are particularly appropriate
to distinguish non-signi�cant independent variables in GLM, when adopting
the two-stepwise approach presented in [1], as well as, they are useful to
analyse the signi�cance of estimates of variogram parameters. In the former
case, we can conclude that, among all the covariates initially considered in
GLM, just type of environment and type of site have signi�cant in�uence
on the response variable (NO2). The parametric bootstrap method is prefer-
able when the data distribution is known but requires more computational
costs, whereas a non-parametric method should be used when we wish to
avoid distributional assumptions and is computationally faster. The random
block bootstrap allows to improve the accuracy of the estimates due to the
possibility of choosing a larger number of replicates.

Keywords: bootstrap methods, spatio-temporal data, geostatistics, air pol-
lution.

Acknowledgements

This research was �nanced by Portuguese Founds through FCT - Fundação
para a Ciência e Tecnologia.

References

[1] Menezes R., Piairo H., Garcia-Soidánand P. and Sousa I., (2016) Spatial temporal
modellization of the NO2 concentration data through geostatistical tools, Journal of



108 Contributed Posters

Statistical Methods & Applications, issue1, pp. 107�124.
[2] Monteiro A., Menezes R. and Silva M.E., (2017) Modelling spatio-temporal data with

multiple seasonalities: the NO2 Portuguese case, Spatial Statistics journal, Vol.22,
Part 2, pp. 371�387.

[3] Kreiss J.P. and Paparoditis E. Rejoinder, (2011) Bootstrap methods for dependent
data: A review. Journal of the Korean Statistical Society, 40(4), pp. 393�395.



Contributed Posters 109

LQ-moments for right censored data

Ivana Malá1

1University of Economics, Prague, Czech Republic

E-mail: malai@vse.cz

Abstract

The L-moments, certain linear functions of the expectations of order statis-
tics, were introduced by Hosking in 1990 (Hosking, 1990), for the right cen-
sored data in (Wang, at al., 2010). Then more analogues of these robust
moments have been de�ned, such as TL-moments (trimmed L-moments). In
the poster, LQ-moments are applied replacing the expectations of ordered
statistics with selected quantiles or their weighted means (quick estimators).
The LQ-moments always exist without any assumption on the probability
distribution. It is easy to evaluate these moments from the known distribu-
tions or estimate them from a random sample (Mudholkar, Hutson, 1998).
In the contribution, a problem of the estimation of these moments from the
right censored data is treated. The Kaplan-Meier estimator (Kaplan, Meier,
1958) of the survival function is used to estimate quantiles and to evaluate
the sample LQ-moments. Simulations are used to describe properties of this
estimator for the lognormal distribution (the two-parametric version of the
positively skewed distribution frequently applied in the survival analysis).
The strong impact of the choice of probabilities of applied quantiles and
weights of weighted means on the results is shown. Sample sizes from 50 to
500 and censoring rates up to 50 percent are used with 10 000 replications.
All computations are performed in the program R (R Development Core
Team, 2008).

Keywords: robust moments, LQ moments, right censored data.
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Abstract

The aim of this paper was to elaborate an investigation that allowed to
correlate emotional and rational factors with the decision to purchase hotel
services. Consequently, it led the authors to seek to know about loyalty
to hotel brands, knowing in a super�cial way this reality and in�uences of
the factors mentioned above. When building a descriptive and correlational
study, a questionnaire was developed based on the information gathered in
the literature review that allowed the authors to accept/reject the research
hypotheses: H1: there are di�erences regarding the degree of in�uence of
emotional factors depending on the motivation for the purchase; H2: there
are di�erences regarding the degree of in�uence of rational factors depending
on the motivation for the purchase; H3: loyalty to a hotel brand is related
to customer satisfaction with the hotel service; H4: loyalty to a hotel brand
is positively related to the brand's prestige in the market. Characterizing
the performance of the hotel unit as the ability to meet the preferences of
the regular customer, ability to overcome a complaint in a satisfactorily way
and quality of its employees, it was possible to conclude that it explains the
consumer's loyalty to the brand in a statistically signi�cant way. On the other
hand, in a multivariate logistic regression analysis, we can draw signi�cant
conclusions regarding the brand's prestige in the market, the awards it has
received, the ability to meet the habits and preferences of its regular customer
and the ability to resolve a complaint. These results are based on the bivariate
analysis performed in the test of hypothesis four and the information found
in the literature [1], [2], [3]. Thereby, the results from the test of hypothesis
four meets the theory of Kim & Yu [4]: the prestige of the brand is factor of
perceived quality and may in�uence buying decision, which may be applied to
hotel brands as this investigation con�rmed. In conclusion, winning customer
loyalty to service brands is more challenging than to a product brand. This
may happen because the intangibility is associated with a greater risk in the
purchase of a hotel service. Thus, building a strong brand on the market can
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become a facilitator of economic pro�tability by simplifying the consumer
decision-making process by providing guarantees of good service. Finally,
the literature suggests that loyalty to hotel brands is strongly in�uenced
by factors related to the assessment of consumer experience, summarizing
that perceived value, quality service and brand con�dence in�uence their
purchasing decision [4].

Keywords: consumer behavior, emotional factors, rational factors, hotel
management, brand-consumer relationship, brand loyalty.
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Abstract

The study of complex systems through has proved to be very useful, espe-
cially in the analysis of social networks. Using clustering techniques, com-
munities are detected in networks of friendship or shared interests. It is done
also in networks of scienti�c collaboration or networks of employment and
professional services, see [1]. In this work we study a network of this sec-
ond type, formed by the students and the disciplines that they have cursed
in the e-learning system of the University of Évora. We apply a spectral
clustering tool that we have developed, based on the second eigenvector of
the Laplacian matrix of the graph. This technique allows to avoid the high
cost of combinatorial algorithms using numerical methods of linear algebra,
well established in scienti�c computation, see [2]. In the case under study,
the detection of communities identi�es trends (such as training pro�les that
are frequently chosen) and to compare these data with the usual metrics in
learning analytics such as performance, study leaving, or repetition rates.
In addition to this trajectory detection, our technique can help to the uni-
versity manager to decide on the investment of resources (mainly attention,
guidance and tutoring) over students according to their community pro�le
needs.

Keywords: social network graphs, clustering, e-Learning analitics, weighted
graphs, spectral clustering.
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Abstract

Knowing the importance that global organizations attach to environmental
protection and food quality, the wine and olive industries need to follow spe-
ci�c procedures at strategic and operational level. The return of the bottled
wine, having reached the expiration date or change the quality, which in-
�uences the quality perceived by retail customers, especially the HORECA
channel distribution (consisting of hotels, restaurants and cafes), requires
adoption of a RLS -reverse logistics systems. A reverse logistics system de-
�nes a supply chain that is redesigned to e�ciently manage the �ow of prod-
ucts and parts intended for reprocessing, recycling or disposal. In that way,
the wine and olive oil producers have an interest in �nding a centralized
solution that adds value to these products through the implementation of
a reverse logistics system. This study intended to analyze the logistics ac-
tivities of companies that implement or not a reverse logistics system and
understand the economic, social and legislative factors that signi�cantly de-
termine that adoption in the companies with production facilities for wine
and olive oil in a speci�c region. A critical analysis of the variables that a�ect
the reverse logistics as well as their interactions can be quite valuable as an
important source of information for decision makers.

Keywords: reverse logistics, wine industry.
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Abstract

We present some mathematical formulas dealing with Central Moments and
Cumulants. These relationships are useful to determine some central mea-
sures. While formulas involving the �rst, second and third central moment
are easy to follow, mathematical complications arise with the fourth central
moment, the aim of our study.
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tistics, moments.
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Abstract

Time series forecasting is an important area of forecasting in which past ob-
servations of the same variable are collected and analyzed to develop a model
describing the underlying relationship. The model is then used to extrapo-
late the time series into the future. Forecasting methods are a key tool in
decision-making processes in many areas, such as economics, management,
�nance or environment and over the past several decades much e�ort has
been devoted to the development and improvement of time series forecasting
models. There are several forecasting methods supported by di�erent statis-
tical methodologies: Box-Jenkins models and their extensions, the classical
decomposition time series associated to multiple linear regression models,
arti�cial Neural networks models, Holt-Winters models, among others [1]. In
this work, we compare di�erent approaches to time series forecasting by com-
bining di�erent models in order to increase the chance of capturing di�erent
patterns in the data and thus improve forecasting performance. According to
the GfK study European Retail 2016 that analyzes 33 countries in Europe,
the retail segment in private consumption in Portugal in 2015 accounted
for 33.4 per cent. The study of the economic variables associated with this
area is essential and quite useful, both to characterize the recent past and
to anticipate trends. A set of retail time series in the Eurostat is modelled
considering di�erent approaches. In this sense, the main propose of this work
is to compare the accuracy of various models for forecasting retail sales and
to bring new insights about the methods used throughout this approach [2].

Keywords: retail sales, time series modeling, forecast accuracy.
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